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Abstract. An editorial in this issue explains that the
degree of biological interaction between risk factors is
measured as the deviation from additivity by the
corresponding disease rates and not for example as
deviation from multiplicativity. It is the purpose of
this article to describe how a logistic regression
model, or a Cox regression model, can be defined in

order to produce the output that is needed for
assessment of biological interaction. We will also
demonstrate how common software can be pro-
grammed to deliver this output. Finally, we show
how this output can be used as input in an Excel sheet
that is set up to calculate the measures of biological
interaction to be used for the assessment.

Key words: Biological interaction, RERI, Synergy

An editorial in this issue explains that the degree of
biological interaction between risk factors is mea-
sured as the deviation from additivity by the corre-
sponding disease rates and not for example as
deviation from multiplicativity [1]. It also states that
statistical interaction is quite a different thing and one
that may reflect either departure from additivity or
multiplicativity depending on the chosen statistical
model. For an in depth discussion of the distinction
between biological interaction and statistical inter-
action we refer for example to the recent textbook by
Rothman [2].

The logistic regression model and the Cox regres-
sion model are probably the most commonly used
statistical models in epidemiologic analysis to day.
Because these models are exponential they are
inherently multiplicative and become additive only
after logarithmic transformation. Thus, absence of an
interaction term in such a model implies a multipli-
cative relation between the disease rates and the
presence of an interaction term implies departure
from multiplicativity, rather than from additivity.
Therefore, the interaction term, in one of these
models, has no direct relevance for the issue of whe-
ther or not biological interaction is present. However,
the presence of biological interaction can still be as-
sessed from the results of a logistic regression model
or a Cox regression model, but this requires that the
model is defined in a special way and that the analysis
is done adequately.

It is the purpose of this article to describe how a
logistic regression model, or a Cox regression model,
can be defined in order to produce the output that is
needed for assessment of biological interaction. We
will also demonstrate how common software can be
programmed to deliver this output. Finally, we show

how this output can be used as input in an Excel sheet
that is set up to calculate the measures of biological
interaction to be used for the assessment.

We will restrict our discussion to the situation with
two dichotomous risk factors, in which case we have
four possible combinations and, thus, four exposure
categories. As for logistic regression we make the
common assumption that the odds ratio can be used
in lieu of the relative risk The model is set up such
that it includes terms for three of the four possible
combinations of exposure while the fourth category
serves as reference category [3, 4]. Additional terms
may be included for confounding control but have no
consequences for the interaction analysis and are not
discussed further in this presentation. In order to
specify the model, let i = 1 when the first risk factor
is present and 0 otherwise, and let j = 1 when the
second is present and 0 otherwise. Furthermore, let
RRij be the relative risk in exposure category i,j.
Thus, RR11, RR10, RR01, and RR00 are the relative
risks for each of the four categories. We also define
those who are unexposed to both the first and the
second risk factor as reference category, i.e.,
RR00 = 1. There are, thus, three relative risks to be
estimated and all three estimates will be required for
assessment of biological interaction. Note that with
this definition of the model, the relative risk for one
risk factor is defined on the condition that the other
risk factors are absent. For example, RR10 is the
relative risk for the first risk factor in the absence of
the second.

Based on these assumptions and definitions the
three relative risk estimates can be obtained from a
logistic regression model or from a Cox regression
model. The corresponding covariance matrix will also
be needed for calculation of confidence intervals. In
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order to obtain the adequate estimates, the model is
set up with indicator variables for each of the four
different combinations of exposure. A convenient
way to do this is to define three indicator variables
ind11, ind10, and ind01 as in Table 1.

Appendix 1 provides a SAS program that defines
the model and delivers estimates of the required
parameters together with the covariance matrix. The
appendix first demonstrates how to do this for
logistic regression. There is then an instruction for
how to adjust the program for use of the Cox
regression model. Appendix 2 explain how to achieve
the same things in STATA and Appendix 3, how to
do this for logistic regression in SPSS.

Rothman presents three measures of biological
interaction: RERI, the relative excess risk due to
interaction; AP, the attributable proportion due to
interaction; and S, the synergy index [5]. These
measures are defined as follows:

RERI ¼ RR11 �RR10 �RR01 þ 1;

AP ¼ RERI=RR11;

S ¼ ½RR11 � 1�=½ðRR10 � 1Þ þ ðRR01 � 1Þ�

If there is no biological interaction, RERI and AP are
equal to 0 and S is equal to 1. The estimation of these
measures is straightforward assuming that estimates
of RR11, RR10, and RR01 are available. For the
calculation of confidence intervals for the three
measures of biological interaction there are several
possibilities [6]. We use what Hosmer and Lemeshow
refer to as the delta method [3], which is a straight-
forward Taylor expansion of the variances and
covariances [4].

Biological interaction in Excel

We provide here access to an Excel sheet which can
be used to calculate the three measures of interaction

Table 1. Definition of dummy variables for different
exposure combinations

Exposure levels ind01 ind10 ind11

i = 0, j = 0 0 0 0
i = 0, j = 1 1 0 0

i = 1, j = 0 0 1 0
i = 1, j = 1 0 0 1

Figure 1. Excel sheet for calculating measures of biological interaction.
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and their confidence intervals based on the results
from a logistic regression or Cox regression model.
This program can be found at: www.epinet.se.

This Excel sheet requires as input the regression
coefficients for each of the three exposure categories.
Most statistical software provides both the regression
coefficients and the odds ratios (OR) or hazard ratios
(HR) and both could be used for these calculations,
but this particular Excel sheet expects the regression
coefficients as input. The Excel sheet also requires the
covariance matrix in order to be able to carry out the
confidence interval calculations. Most software will
provide the covariance matrix for the regression
coefficients, but normally only if requested. The
programs in the Appendix 1–3 include instructions
for all the required estimates to be delivered as out-
put. Because there are three estimated regression
coefficients there are six pair-wise combinations each
having a variance or a covariance. So the Excel sheet
expects a total of nine numbers as input, three
regression coefficients and six covariances.

Figure 1 shows an example of how to use the Excel
sheet. The example investigates the possible biologi-
cal interaction between one gene and smoking in
relation to rheumatoid arthritis [7]. The nine numbers
in the first panel’s upper right hand corner in bold
print (red on the actual sheet) are filled in by the user
and the rest is calculated by Excel that also provides
the figure. The second panel in the table displays the
three estimated relative risks with 95% confidence
intervals. The last panel gives the three measures of
biological interaction, also with 95% confidence
intervals. All the three measures of biological inter-
action indicate that there is indeed a biological
interaction between this particular gene and smoking.
It is worth noting that despite this, the regression
coefficients are in essence additive, as seen in the first
row of the first panel and the relative risks are almost
multiplicative as seen in the second panel of the table.
In the figure, U represents the risk in the reference
category and is defined as 1. The three other bars in
the figure illustrate the relative excess risk due to the
gene, the relative excess risk due to smoking, and the
relative excess risk due to the biological interaction
between the gene and smoking.

The measures of biological interaction can of
course also be calculated directly in SAS, STATA, or
SPSS without using this Excel sheet, and indeed the
reference by Lundberg includes a program describing
how SAS does this for logistic regression [3]. How-
ever, some may find the approach presented here
more accessible.

Appendix 1.

Logistic regression in SAS

/* This is an example of a SAS program
using proc logistic to generate the input

needed in the excel sheet. The aim of
this model is to calculate the biological
interaction between smoking and a gene in
relation to Rheumatoid Arthritis with
control for sex and age in categories. */

/* We can’t use the original indicator
variable coding because we need four
disjoint categories (non-smoker and non-
gene, non-smoker and gene, smoker and
non-gene, smoker and gene) and thus three
indicator variables. */

DATA d1;
SET d1;
/* Make sure that no missing gets
coded as 00 */

IF smoker� =. AND gene� =. THEN DO;
/* non-smoker and gene */

IF smoker = 0 AND gene = 1
THEN ind01 = 1;

ELSE ind01 = 0;
/* smoker and non-gene */

IF smoker = 1 AND gene = 0
THEN ind10 = 1;

ELSE ind10 = 0;
/* smoker and gene */

IF smoker = 1 AND gene = 1
THEN ind11 = 1;

ELSE ind11 = 0;
END;

/* Save the parameter estimates and the
covariance matrix from proc logistic
into d2 */

PROC LOGISTIC DATA = d1 DESCENDING
OUTEST = d2 COVOUT;

MODEL case = ind01 ind10 ind11 sex
age_dum1-age_dum9;

/* Remove not needed information
from d2 */
DATA d2;
SET d2;
IF _name_ in(‘ind01’,‘ind10’,‘ind11’)

OR _type_=‘PARMS’;

KEEP _name_ ind01 ind10 ind11;

/* And finally a print of the numbers
needed for the excel sheet */

PROC PRINT DATA = d2;

Cox regression in SAS

/* Use the same code as above and replace
the proc logistic statement with this */
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PROC PHREG DATA = d1 OUTEST = d2 COVOUT;
MODEL time*case(0) = ind01 ind10 ind11

sex age_dum1-age_dum9;

Appendix 2.

Logistic regression in STATA

/* This is an example of a STATA program
using proc logistic to generate the input
needed in the excel sheet. The aim of
this model is to calculate the biological
interaction between smoking and a gene in
relation to Rheumatoid Arthritis with
control for sex and age in categories. */

/* We can’t use the original indicator
variable coding because we need four
disjoint categories (non-smoker and non-
gene, non-smoker and gene, smoker and
non-gene, smoker and gene) and thus three
indicator variables. */

/* logistic regression*/

/* dependent variable coded as 1 = case
0 = control */

logistic case ind01 ind10 ind11 sex
age_dum1 age_dum2 age_dum3 age_dum4
age_dum5 age_dum6 age_dum7 age_dum8
age_dum9, coef

/* And finally the covariance matrix and
numbers needed for the excel sheet */

Vce

Cox regression in STATA

/* Use the same code as above and replace
the logistic statement with this */

stset time, failure(case) stcox ind01
ind10 ind11 sex age_dum1 age_dum2
age_dum3 age_dum4 age_dum5 age_dum6
age_dum7 age_dum8 age_dum9, nohr

Appendix 3.

Logistic regression in SPSS

* This is an example of a SPSS program
* using NOMREG to generate the input
* needed in the excel sheet. The aim of
* this model is to calculate the
* biological interaction between smoking
* and a gene in relation to Rheumatoid
* Arthritis with control for sex and age
* in categories.

* We can’t use the original indicator
* variable coding because we need four
* disjoint categories (non-smoker and
* non-gene, non-smoker gene, smoker and
* non-gene, smoker gene) and thus three
* indicator variables.

* Make sure that no missing gets
* coded as 00
* Syntax
IF (smoker = 1 and gene = 1) ind11 = 1 .
EXECUTE.

IF ((smoker = 1 and gene = 0) or
(smoker = 0 and gene = 1) or
(smoker = 0 and gene = 0)) ind11 = 0.

EXECUTE.
IF (smoker = 1 and gene = 0) ind10 = 1.
EXECUTE.
IF ((smoker = 1 and gene = 1) or

(smoker = 0 and gene = 1) or
(smoker = 0 and gene = 0)) ind10 = 0.

EXECUTE.
IF (smoker = 0 and gene = 1) ind01 = 1.
EXECUTE.
IF ((smoker = 1 and gene = 1) or

(smoker = 1 and gene = 0) or
(smoker = 0 and gene = 0))ind01 = 0.

EXECUTE.

* logisticregression(ANALYZE/REGRESSION
* /MULTINOMIAL (ask for covariances in
* statistics)
* Dependent variable coded as 1 = case
* 0 = control
* Syntax
NOMREG
case (BASE = FIRST ORDER = ASCENDING)
WITH ind01 ind10 ind11 sex age_dum1

age_dum2 age_dum3 age_dum4 age_dum5
age_dum6 age_dum7 age_dum8 age_dum9

/INTERCEPT = INCLUDE
/PRINT = COVB PARAMETER.

gen ind11 = 1 if smoker == 1 & gene == 1
gen ind10 = 1 if smoker == 1 & gene == 0
gen ind01 = 1 if smoker == 0 & gene == 1
replace ind11 = 0 if ind11==.
replace ind10 = 0 if ind10==.
replace ind01 = 0 if ind01==.
/* Make sure no that no missing gets
coded as 00 */
replace ind11=. if smoker==. gene==.
replace ind10=. if smoker==. gene==.
replace ind01=. if smoker==. gene==.
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